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Worldwide, the disease diabetes has been growing a lot. Certain technical tools have been
established, such as Machine learning techniques, which ensures the sign of diabetes in the
past decades. Then, the approaches in the Deep Learning algorithm are the inspiration of
many researchers to overcome the problem of complexity due to its increasing rate. The
development of computer networks or cloud computing, which are empowered by e-Health
care, developed the attainability of clinical data ease. This article is an overview of machine
learning (ML) and deep learning (DL) approaches based on diabetes predictions.

5.1 Introduction
Involved in the quality of human lifestyle, diabetes has become most common in the everyday
lives of people. Diabetes is habitually well known as diabetes mellitus, which is an incurable
disease that rises the glucose levels in the blood because of a pancreas dysfunction that
paves the way for the secretion of none or little insulin, which causes, respectively, type-1
and type-2 diabetes [1, 2]. Quite a few amounts of physical and chemical tests have been
undergone to determine the circumstances. Globally recent studies conducted with the help
of the World Health Organization (WHO) reveal enhancement in the numeral and mortality
suffering from diabetes. The WHO anticipates that, by 2030, the major cause of death will be
diabetes [3, 4, 5]. The Internal Diabetes Federation (IDF) has observed that across the world
a total of 537 million persons are affected by diabetes and this is predicted to enhance to 643
million by 2030 [6, 7, 8]. The origin of diabetes is still mysterious, even though scientist
believes that the ecological way of living is a factor that takes a significant part. Although
diabetes is incurable, by undertaking proper treatment and medication it can be managed
under control. The field of bioinformatics has tried to address this disease, which leads to
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the creation of new systems and tools. They either establish predicting models using various
kinds of Machine Learning (ML), like association or classification algorithms [9, 10, 11].

In the manual diagnosis, the main advantage is that there is no need for any machine.
However, in the worst case, at the initial stages of diabetes, the symptoms are low, and even
a well-experienced doctor would not come up with a conclusion. Thus, this falls in the
condition of the need for advanced technologies to detect the disease in it prime stage by
utilizing a self-operating program which is more potential and efficient than manual diabetes
acknowledgment [12, 13, 14]. The benefits of these technologies is that they reduce the
workload for medical diagnosis, and human errors can be avoided. The decision support
system established in the computers may perform a vital role and helps a tonne for effectual
identification and benefits administration. The field of diabetes generates big data, which is
on laboratory evaluation and includes reports of a person, treatment, check out, meds, and so
on [15]. The data must be extracted and processed effectively and efficiently. An automated
system that is capable of the identification of diabetes and which handles abnormality for
superior intelligibility and dependability differentiates from manual spotting [16].

All machine Learning and Deep Learning methodologies have their convenience and own
restrictions [17]. Artificial Neural Network (ANN) is a kind of machine learning feature with
high performance, and high accuracy can be observed and obtained. The introduction of deep
learning has improved ANN [18], and the present cases are deals with the past outcomes to
make smart decisions with machine learning [19, 20].

5.2 Background

5.2.1 Diabetes Mellitus

If a person is affected by diabetes, the person’s body does not produce the required amount
of insulin. This results in an increase in glucose levels. The disorder is commonly known as
high sugar and may spark severe or hazardous health concerns [21, 22, 23, 24].

Prediabetes

Prediabetes takes place whenever the blood sugar level rises above the normal level, it cannot
be recognized by the doctor or the healthcare taker. In this case, there is a possibility of Type-
II diabetes. Proper sporting will provide a better outcome in the reduction of excess calories
in the body, and 5% - 7% of the body weight will decrease during prediabetes [25, 26, 27, 28].

Type-I Diabetes

Insulin-dependent diabetes, expressed as Type-I, is determined as Juvenile-onset Diabetes
Mellitus, as it habitually happens in infancy. It is an autoimmune condition that happens
because of the threat to the pancreas with antitoxin, which makes it not to produce insulin
[29, 30, 31, 32]. This sort of diabetes may be a genetic disease [33, 34]. Major health syn-
drome that happens in type-I results in the disturbance in the narrow blood vessels in the
diabetic nephropathy (kidney), diabetic retinopathy (eyes), and diabetic neuropathy (nerves)
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[35, 36]. The person who is affected by Insulin-dependent diabetes is put at risk of develop-
ing cardiac and brain diseases [37, 38].

Type-II Diabetes

Non-insulin-dependent diabetes is also expressed as Type-II diabetes (adult-onset diabetes).
In the last 20 years, type-II diabetes has become more common among children and teenagers
[39, 40, 41, 42].

In Type-II diabetes, the pancreas will release some insulin even though it is inadequate or
the insulin is unused. It is slightly related to type-I, and health issues might occur, especially
in blood vessels of the neuro, kidneys, and eyes [43]. The related Type-II also highly has
a chance of stroke and cardiac-related problems. Persons who are obese by 20% or above
their preferable weight to their height will have a high chance of it and there might occur
healthiness issues. Obesity includes insulin resistance. The pancreas must have to function
forcefully to produce more amount of insulin [44, 45].

Alternative forms of Diabetes

This type is found in 1% - 5% of individuals, this is mainly due to pancreatic disorder, drugs,
and illnesses. In this situation, the medical advisers must have close conduct with the patient,
and the doctor must to keep a sharp eye on the sugar levels of the patient [46, 47, 48, 49].

The research on diabetes has achieved extensive substantial data above the antecedent
decennary on:

• Etiology (the cause of a disease) or Pathology;

• Detection of Diagnosis;

• Unfolded, explained, and defined limits.

5.2.2 Machine Learning Techniques for Diabetic Prediction

Machine learning algorithms are well famed and best in the sector of medicine in the predic-
tion of disease. Many researchers have utilized ML approaches to resolve diabetes effect as
an advance to achieve better and most accurate results [50].

The multiple classifiers of Kandhasamy and Balamurali use Random Forest, KNN (K-
Nearest Neighbour), Support Vector Machine, and J48. With the results obtained from the
classifiers, the evaluation metrics are accuracy, sensitivity, and specificity. Two cases of
classifications are done: with and without pre-processing and non-pre-processing, including
the utilization of 5-fold cross-validation. However, pre-processing steps which are applied
to the dataset are not explained by the researchers. It is just denoted that the error of noise
is detected and removed from the data. The decision tree of the J48 classifier produced a
maximum precision of 73.82% without pre-processing. KNN classifier in which value k = 1
and the maximum of 100% precision is obtained from the Random Forest for following the
pre-processing of the data [51, 52].
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An application for diabetes prediction is proposed by Yuvaraj and Sripreethaa utilizing
Naïve Bayes, Random Forest, and decision tree, which are three different methods of ML
algorithms. They adopted the dataset of Pima Indian Diabetes (PID) and pre-processed it.
The discussion of the Information Gain method is being utilized for the aspect which is
considered in the extraction of the applicable element. The consumption of the attributes
is eight among a total of thirteen. Then, 70% of specifications are divided into training
sets along with testing sets of 30%. The algorithm of Random Forest provides the highest
precision of 94% [53, 54].

The SVM and Naïve Bayes are the advanced models which are submitted by Tafa et al
to detect diabetes. The sets were evaluated using data from three locations in Kosovo. 80
of the 402 patients have type-II diabetes. Attributes that are utilized in the survey have not
been investigated previously without including a balanced diet, exercises, and an account
of patients’ sugar levels. In the authentication process, the data has been split 50% for
instruction and examine sets. A combination of methods that have been proposed eventually
has enhanced the precision by 97.6% with accuracy of 95.52% and 94.52%, which were
obtained by SVM and Naïve Bayes [55, 56].

The authors Deepti and Dilip utilized three different methods for predicting: SVM, Deci-
sion Tree, and Naïve Bayes. The major intention is to determine the classifiers for maximum
precision. The dataset of Pima Indian is concluded for the research, and the partition is com-
pleted utilizing 10-fold cross-validation for the datasets. The execution was estimated with a
measure of validity, recall, and F-measure. An accuracy of 76.3% was obtained using Naïve
Bayes [57, 58].

Mercaldo et al. used a total of six classifiers for the prediction: J48, Hoeffding Tree,
Multilayer Perceptron, Random Forest, JRip, and Bayes Net. The data set of Pima Indian
was utilized in the research. They worked with Greedy Stepwise to indicate prejudice of the
assign with an assist in the improvement of the classifiers execution, which includes the at-
tributes of BMI, diabetes pedigree function, hemoglobin glucose concentration, and lifetime.
Cross-validation of 10-fold is applicable in a set of data. Analysis and their contrast are made
premised on precision, F-Measure, and recall. The outcome of correctness is 75.7%, recall
equals 76.2%, and F-measure equals 75.9% [59, 60].

The authors Negi and Jaiswal use SVM as the main objective to predetermine diabetes.
The datasets of Pima Indians and Diabetes 130-US are considered combinational data. Total
samples of 102,538, 49 attributes, 64,419 positive samples, and 38,115 negative samples.
The misplaced values are replaced by post-processing of statistics, and the statistics which
are not in the scope with values of zero, the non-digital are converted into numeric signifi-
cance. At last, the data is standardized between 0 and 1. The script of F is preferred in the
LIBSVM package in which four attributes are chosen. The methods of Wrapper and Ranker
are elected nine out of twenty attributes. The validation process of the 10-fold cross tech-
nique is used. With an accuracy of 72% the combined dataset is more reliable in diabetes
prediction [61, 62, 63].

Olaniyi and Adnan have utilized the classifiers of Multi-layered Neural Networks of feed
forwarding. Error correction methods are utilized for instruction purposes. A key objective
is to improvise precision. The database of Pima Indian Diabetes has been utilized and the
normalization has been done before processing the classifiers to attain numerical stability.
Each of the attributes is divided by its amplitude to construct the data between the values of
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0 and 1. Among the total dataset, 500 samples are training sets, and 268 as testing sets. The
maximum accuracy is about 82% [64, 65].

Soltani and Jafarian apply the method of pattern recognition of PNN for pre-determination.
The datasets of Pima Indian Diabetes were utilized. The technique of pre-processing is ap-
plied. In the total division, 90% is considered for the instruction set, and the leftover 10% is
considered as the examined set. The accuracy is obtained at about 89.56% and 81.49% for
both sets [66, 67].

Rakshit et al. have utilized the neural network of two-class for the prediction using
datasets of Pima Indian. The data has been pre-processed and is obtained by the attributes
which have been normalized in the sample which has been done by utilizing the average and
the root-mean-square deviation, to gain numeric stability of each of the attributes. The extract
of the applicable attributes makes use of the method of relation. The 314 are illustrative of
the instruction set and 78 illustrative of the examine the coordinates. The highest accuracy
which has been obtained in this method is 83.3% [68, 69, 70].

The researchers Mamuda and Sathasivam have used the three supervised instructions:
Scaled Conjugate Gradient (SCG), Levenberg Marquardt (LM), and Bayesian Regulation
(BR). The research contains 768 illustrative samples and eight attributes for estimating per-
formance. The authentication of a 10-fold cross is being done to separate the data in in-
structions and examine coordinates. The best performance is obtained by the Levenberg
Marquardt (LM) validation set which is obtained by Mean Squared Error (MSE) equal to
0.00025091 [71, 72, 73].

5.2.3 Deep Learning Techniques for Diabetic Prediction

Considering a large number of datasets, Deep Learning may be used to process them. This
paves the way in the prediction of diabetes. Several studies proposed Deep Learning.

The Deep Neural Network (DNN) technique is used by the researcher Ashiquzzaman et
al. The DNN architecture consists of General Regression Neural Network (GRNN), Multi-
layer Perceptron (MLP), and Radial Basis Function (RBF). The pre-processing is not done
since the Deep Neural Network acts as a strainer of the statistics and can obtain biases. For
the testing set and the training set the statistics are divided into 192 samples. Precision is
obtained up to a percent of 88.41% [74, 75, 76, 77, 78].

A study was done by Swapna using two Deep Learning techniques to improve the exact-
ness of the forecast. The Electrocardiogram is individual data that is utilized to appraise the
execution of Convolutional Neural Network and Convolutional Neural Network-Long Short-
term memory, which includes 142,000 samples and a total of eight attributes. The method of
cross-validation of five-fold is being utilized and divided into testing along with priming sets.
Due to the untutored Deep Neural Networks, the researchers neither include pre-processing
data nor a selection method. The accuracy rates of the model are about 90.9% and 95.1%.
Alex et al. put forward a method of DCNN (Deep Convolutional Neural Network) in the pre-
determination of diabetes. Execution of classifications is set side by side with Machine and
Deep Learning (ML and DL) models. Alex et al. prefer deep LSTM for diabetes prediction
and got good classification results [79, 80].
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5.2.4 Comparative Analysis of Diabetes Prediction
The comparative analysis is taken into account in this section and expressed in Table 5.1.
Chatrati et al. used SVM, KNN, DT, and LR for the pre-determination of diabetes and hy-
pertension on the statistics of Pima Indian Diabetes, and SVM secures high accuracy of 75%
[41]. Maniruzzaman et al. used Linear Regression-Random Forest (LR-RF) as a combined
feature selection, Decision Tree (DT), Naïve Bayes (NB), AdaBoost, and Random Forest
(RF) on National Health of the Nutrition Examination Survey data which is to divine dia-
betes patients and bagged an accuracy of 94.25% [43]. Kumari et al. applied NB, RF, and
LR on the PIDD dataset and got a 79.08% precise outcome on the statistics of PIMA [44].
Rajendra et al. used Logistic Regression on PIDD and Vanderbilt datasets with accuracy of
78% and 93% respectively [46, 81].

Table 5.1: Comparative analysis of existing classifiers.

Author / Year Objective Allocation used Datasets Evaluation
framework

Chatrati et al.,
2020 [41]

Pre-determine
the existence
of diabetes
and high blood
pressure

K-Nearest
Neighbour,
Vector Support
Machine, Lin-
ear Regression,
and Decision
Tree

Pima Indian Di-
abetes Dataset
(PIDD)

Accuracy and
ROC curve

Maniruzzaman
et al., 2020 [43]

Generate a
structure that
makes use of
machine learn-
ing (ML) to
divine diabetes

Linear Re-
gression –
Random Forest
merging of
the attributes,
Naïve Bayes,
Decision Tree,
Random Forest,
and AdaBoost

Internal
Healthy and
nourishment
investigation

Accuracy and
Area Under
Cover (AUC)

Kumari et al.,
2021 [44]

Improvise
precision of
detection of the
diabetes melli-
tus utilizing a
union of ML

Random Forest,
Naïve Bayes,
and Linear
Regression

Pima Indian Di-
abetes Dataset
(PIDD)

Accuracy, Pre-
cision, Recall,
F1-score, and
Area Under
Cover (AUC)

Continued on next page
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Table 5.1 – continued from previous page
Author / Year Objective Allocation used Datasets Evaluation

framework
Rajendre et al.,
2021 [46]

Generate a de-
tection and look
over various
methodologies
to improvise
the presentation
and precision

Linear Regres-
sion

Pima Indian Di-
abetes Dataset
(PIDD) and
Vanderbilt

Precision,
Recall, and
F1–score

Yadav et al.,
2021 [47]

Utilize a clas-
sifier for pre-
determination

JRIP, Chi-
Square for
feature selec-
tion, OneR,
Decision Tree,
Bagging, and
Boosting

UCI depository,
and 9 features

Accuracy,
Recall, ex-
tractions, and
F1-Score

Goyal et al.,
2021 [48]

The devel-
opment in
the Type-II
pre-determine
the enhanced
execution for
the premature
diabetes

Using the
crossvalidation
of the 10-fold
perspective and
the ensemble

Pima Indian Di-
abetes Dataset
(PIDD)

Accuracy

A. Prakash,
2021 [51]

Utilize the
example of
various ma-
chine learning
techniques
in the pre-
determination

J48, NB, RF,
RT, and Sim-
pleCART

Pima Indian Di-
abetes Dataset
(PIDD)

Accuracy,
computational
time, Precision,
F-Measure,
ROC, and PRC

Continued on next page
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Table 5.1 – continued from previous page
Author / Year Objective Allocation used Datasets Evaluation

framework
Singh Ashima
et al., 2021 [53]

To compare
several classi-
fiers and the
features selec-
tion technique

SVM, NN, DT,
RF, and XG-
Boost

Pima Indian Di-
abetes Dataset
(PIDD)

Precision,
vulnerability,
Specificity,
Precision <
Area Under
Cover (AUC),
Gini Index,
AUCH, mini-
mum weighted
coefficient,
minimum error
rate

Saxena et al.,
2022 [55]

More accuracy
to predict dia-
betes

MLP, DT,
KNN, and RF

Pima Indian Di-
abetes Dataset
(PIDD)

Sensitivity,
Specificity,
Accuracy, and
Area Under
Cover (AUC)

K. Hasan, 2021
[57]

Put forward a
sturdy frame-
work for
prediction

K-Nearest
Neighbour,
Vector Sup-
port Machine,
Decision Tree,
Naïve Bayes,
MLP, Ad-
aBoost, and
XGBoost

Pima Indian Di-
abetes Dataset
(PIDD)

Sensitivity,
Specificity, and
Area Under
Cover (AUC)

Tigga et al.,
2022 [59]

Different kinds
of ML method-
ologies were
encompassed to
pre-determine
the risk of
Type-II dia-
betes

Naïve Bayes
and Random
Forest

Pima Indian Di-
abetes Dataset
(PIDD)

Accuracy, Pre-
cision, Recall,
and F1-score

Continued on next page
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Table 5.1 – continued from previous page
Author / Year Objective Allocation used Datasets Evaluation

framework
Jashwath
Reddy et al.,
2022 [61]

The model with
the highest de-
gree of accu-
racy for the pre-
diction of dia-
betes

K-Nearest
Neighbour,
Vector Support
Machine, Lin-
ear Regression,
GB, Naïve
Bayes, and
Random forest

Pima Indian Di-
abetes Dataset
(PIDD)

Accuracy,
ROC, Preci-
sion, Recall,
and FM

Jackins et al.,
2022 [64]

To come across
a recognition of
diabetes, coro-
nary heart dis-
ease, and can-
cer among the
available statis-
tics

Random Forest
and Naïve
Bayes

Pima Indian Di-
abetes Dataset
(PIDD)

Accuracy

Raghavendran
et al., 2022 [68]

Analysis of
statistics to
determine
the precision
of Type-II
diabetes

K-Nearest
Neighbour,
Vector Support
Machine, Lin-
ear Regression,
Random Forest,
AdaBoost, and
Naïve Bayes

Pima Indian Di-
abetes Dataset
(PIDD)

Accuracy, Pre-
cision, Recall,
F1-score, and
CM

Laila et al.,
2022 [71]

Increase the
machine learn-
ing ensemble
standard algo-
rithms accuracy

AdaBoost,
Bagging, and
RF

Pima Indian Di-
abetes Dataset
(PIDD)

Precision, Re-
call, Accuracy,
F1-score

As a neural network of multilayer perceptron and convolutional neural networks, Mo-
hebbi et al use logistic regression. Depending on the datasets obtained in continuous glucose
monitoring (CGM) signals of the diabetes patients are monitored, including 9 patients, total
days of 10,800 continuous glucose monitoring (CGM) data, which provides a total simula-
tion of 97,200 continuous glucose monitoring (CGM). The training, validation, and testing
dataset are split-up. Six patients are included in the training, validation, and others in testing
sets. The highest accuracy is about 77.5% [82].

A proposed framework of unsupervised Deep Neural Networks done by Miotto et al. is
known as Deep Patient. Electronic health records are used as the framework which includes
a patient of 704,857. The prediction of different diseases can be done by using this method.
During the process of validation, the statistics are divided into 5000 as testing illustrations
and the remaining for training, 76,217 patients are included. The accuracy is determined by
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the Area Under Cover (AUC) and is measured at about 0.91. To enhance the prediction per-
formance data must be pre-processed, and the extract of relevant attributes use PCA before
performing the Deep Learning. [83]

Three different DL techniques are used by Pham et al. to collect the dataset manually
from regional Australian hospitals. The 12,000 samples in the dataset contain 55.5% of
males. They used some pre-processing techniques (not mentioned by them) to reduce the
dataset to 7191 samples. 2/3 dataset is divided as the set of training, 1/6 as the set of authen-
tications, and 1/6 as the test set. The methodologies which are used are Long-Short-Term
Memory, Markov, and Plain RNN. To differentiate the execution of methodology, precision
value is used. The LTSM method is used to attain the best precision of 59.6% [77].

The two different kinds of diabetes can be determined by the methodology of Recurrent
Neural Network (RNN), and Ramesh et al. preferred it [84]. The 768 samples are utilized
by the datasets of Pima Indian with eight attributes. According to research, “Glucose, BMI,
Age, Diabetes Pedigree Function, Pregnancies, Skin Thickness, Insulin, and Blood Pressure”
is used to indicate the attributes and it is ordered according to the highest importance. For
better validation, the set of data is divided into 80%, and 20% as training and training sets,
providing the precision of Type-I at 78% and Type-II at 81% [85].

The other studies which are conducted by Lekha and Suchetha used the one-dimensional
(1-D) modified CNN to pre-determine diabetes, depending on breath signals. Data of breath
signals are collected, which includes 11 healthy persons, nine patients affected by type-II
diabetes, and five patients affected by type-I diabetes. Pre-processing is not done. The cross-
validation of Leave-One Out is considered in the validation of data. Receiver Operating
Characteristics (ROC) determine the actual performance and were evaluated, which reached
0.96 [86].

5.3 Conclusion
This study reviewed various ML and DL methodologies. Development of different classifiers
and built-in new models to improvise accuracy. For more than six years, the classifiers of
Machine Learning (ML) and Deep Learning (DL) reviewed their frequency of use. This
work also focused on the datasets used. The existing works are compared based on various
performance metrics.
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